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Abstract. In probabilistic grammatical inference, a usual goal igfeii a good
approximation of an unknown distributioR called astochastic languageThe
estimate ofP stands in some class of probabilistic models such as pridiabi
automata (PA). In this paper, we focus on probabilistic net@sed on mul-
tiplicity automata (MA). The stochastic languages gersatdty MA are called
rational stochastic languageshey strictly include stochastic languages gener-
ated by PA; they also admit a very concise canonical reptasen. Despite the
fact that this class is not recursively enumerable, it i<igffitly identifiable in
the limit by using the algorithm DEES, introduced by the aushin a previous
paper. However, the identification is not proper and befoeedonvergence of
the algorithm, DEES can produce MA that do not define stoahémtguages.
Nevertheless, it is possible to use these MA to define stticHasguages. We
show that they belong to a broader class of rational sefias vte callpseudo-
stochastic rational language3he aim of this paper is twofold. First we provide
a theoretical study of pseudo-stochastic rational langsiatipe languages output
by DEES, showing for example that this class is decidabléiwipolynomial
time. Second, we have carried out a lot of experiments inrdcdeompare DEES
to classical inference algorithms such as ALERGIA and MOHey show that
DEES outperforms them in most cases.

Keywords. pseudo-stochastic rational languages, multiplicity matta, proba-
bilistic grammatical inference.

1 Introduction

In probabilistic grammatical inference, we often consisi&chastic languages which
define distributions oveE™, the set of all the possible words over an alphabetn
general, we consider an unknown distributiBrand the goal is to find a good approxi-
mation given a finite sample of words independently drawmfie.

The class of probabilistic automata (PA) is often used fodetiog such distribu-
tions. This class has the same expressiveness as HiddewowMdddels and is identi-
fiable in the limit [4]. However, there exists no efficient atighm for identifying PA.
This can be explained by the fact that there exists no caabrépresentation of these
automata which makes it difficult to correctly identify theusture of the target. One so-
lution is to focus on subclasses of PA such as probabiligtierdhinistic automata [3,9]
but with an important lack of expressiveness. Another smutonsists in considering
the class of multiplicity automata (MA). These models adan¢anonical representa-
tion which offers good opportunities from a machine leagmoint of view. MA define
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functions that compute rational series with valueRifb]. MA are a strict generaliza-
tion of PA and the stochastic languages generated by PA amatases of rational
stochastic languages. Let us denotedjy’(Y) the class of rational stochastic lan-
guages computed by MA with parametersinwhere K € {Q,Q*, R, R*}. With

K = Q" or K = R", S7#(X) is exactly the class of stochastic languages generated
by PA with parameters ii(. But, whenK = Q or K = R, we obtain strictly greater
classes. This provides several advantages: Elemensts'afX’) have a minimal normal
representation, thus elements%f (X') may have significantly smaller representation
in Syet(X); parameters of these minimal representations are diregidyed to prob-
abilities of some natural events of the forn*, which can be efficiently estimated
from stochastic samples; lastly whénis a field, rational series ovéf form a vector
space and efficient linear algebra techniques can be usedtwith rational stochastic
languages.

However, the class$y™ (%) presents a serious drawback: There exists no recur-
sively enumerable subset class of MA which exactly gensrit§4]. As a conse-
quence, no proper identification algorithm can exist: imjegplying a proper iden-
tification algorithm to an enumeration of samples¢f would provide an enumera-
tion of the class of rational stochastic languages d@emn spite of this result, there
exists an efficient algorithm, DEES, which is able to idgnt#f;?*(X) in the limit.

But before reaching the target, DEES can produce MA that dalafine stochastic
languages. However, it has been shown in [6] that with priibalone, for any ra-
tional stochastic language if DEES is given as input a sufficiently large sample
drawn according t@, DEES outputs a rational series such thaf_ ... r(u) converges
absolutely to 1. Moreovely . [p(u) — r(u)| converges to O as the size 6fin-
creases. We show that these MA belong to a broader classiofiabseries, that we
call pseudo-stochastic rational languagéspseudo-stochastic rational languageas
the property that(uX*) = lim, _..or(uX<") is defined for any word; and that
r(X*) = 1. A stochastic language. can be associated within such a way that
Pues pr(w) —r(u)|] = 23, )< Ir(u)| when the sund_, o r(u) is absolutely
convergent. As a first consequenge = r whenr is a stochastic language. As a second
consequence, for any rational stochastic langya@eDEES is given as input increas-
ing samples drawn according o DEES outputs pseudo-stochastic rational languages
r such thafy p(u) — pr(u)| convergesto O as the size $fincreases.

The aim of this paper is twofold: To provide a theoreticaldstwf the class of
pseudo-stochastic rational languages and a series ofiegyds in order to compare
the performance of DEES to two classical inference algor#hALERGIA [3] and
MDI [9]. We show that the class of pseudo-stochastic ratitareguages is decidable
within polynomial time. We provide an algorithm that can k=ed to compute, (u)
from any MA that computes. We also show how it is possible to simulateusing such
an automaton. We show that there exist pseudo-stochatticablanguages such that
Py IS Not rational. Finally, we show that it is undecidable wiegttwo pseudo-stochastic
rational languages define the same stochastic languageaVéedarried out a lot of
experiments which show that DEES outperforms ALERGIA andIMDmost cases.
These results were expected since ALERGIA and MDI have rest#me theoretical
expressiveness and since DEES aims at producing a miniprakentation of the target
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in the set of MA, which can be significantly smaller than thealler equivalent PDA
(if it exists).

The paper is organized as follows. In section 2, we introdsarae background
about multiplicity automata, rational series and stodbhdshguages and present the al-
gorithm DEES. Section 3 deals with our study of pseudo-natistochastic languages.
Our experiments are detailed in Section 4.

2 Definitions and notations

2.1 Rational series, multiplicity automata and stochastitanguages

Let 2* be the set of words on the finite alphabetA language is a subset 6f*. The
empty word is denoted byand the length of a word is denoted byu|. For any integer
k etk ={ue X*: |u| =k} andX=<k = {u € X* : |u| < k}. We denote by the
length-lexicographic order oR™* and byMin L the minimal element of a non empty
languagéd. according to this order. A subsgtof X* is prefix-closedf for any u, v €
X* uv € S=ue€S. ForanyS C X* letpref(S) ={ue€ X*:Jv € X* uv € S}
andfact(S) = {v € X* : Ju,w € X*, uwow € S}.

A formal power seriess a mapping- of X* into R. The set of all formal power
series is denoted B§((X)). Itis a vector space. For any serieand any word:, let us
denote byur the series defined byr(w) = r(uw) for every wordw. Let us denote by
supp(r) thesupportof r, i.e. the se{w € X* : r(w) # 0}. A stochastic languages a
formal seriegp which takes its values iR+ and such tha} .. p(w) = 1. The set
of all stochastic languages ovEris denoted byS(X'). For any languagé C X* and
anyp € S(X), letus denote ., p(w) by p(L). For anyp € S(¥) andu € X' such
thatp(uX™) # 0, theresidual languagef p wrt v is the stochastic language defined
byu='pbyu=ip(w) = pp((u"g*)). We denote byes(p) the set{u € X* : p(uX*) # 0}
and byRes(p) the set{u=!p : u € res(p)}.

Let S be a sample over™, i.e. a multiset composed of words ous¥. We denote
by ps the empirical distribution oveE™* associated witlt. Let .S be an infinite sam-
ple composed of words independently drawn according tochasiic language. We
denote bys,, the sequence composed of théirst words ofS.

We introduce now the notion of multiplicity automata (MARLK € {R,Q,R* QT }.
A K-multiplicity automaton (MAJ)s a 5-tuple(X, Q, ¢, ¢, 7) whereQ is a finite set of
statesy : Q x X x Q — K is the transition function, : Q — K is the initialization
function,7 : Q@ — K is the termination function. We extend the transition fiumet
pto @ x X* x Q by ¢(q,wx,r) = ZseQ o(q,w,s) o(s,z,r) andp(q,e,r) = 1if
q = r and0 otherwise, for any;,r € Q, x € X andw € X*. For any finite subset
L C ¥ andanyR C Q, definep(q, L, R) = 3,1 .cr (g, w, ). We denote by
Q1 ={q € Q|(q) # 0} the set ofnitial statesand byQr = {q € Q|7(q) # 0} the set
of terminal statesA stateq € @ is accessibléresp.co-accessiblgif there existsyy €
Q7 (resp.¢: € Qr) andu € X* such thatp(qo, u, q) # 0 (resp.p(q,u, ¢:) # 0). An
MA is trimmedif all its states are accessible and co-accessible. Fromwewnly con-
sider trimmed MA. Thesupportofan MA A = (¥, Q, ¢, ¢, T) is theNon-deterministic
Finite Automaton (NFA}Y, Q, Q1, Qr, ) whered(q, z) = {¢’ € Q|o(q, z,q") # 0}.
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Thespectral radiusof a square matriX/ if the maximum magnitude of its eigen-
values. Letd = (¥, Q = {q1,...,qn}, ¢, 7) be an MA. Let us denote by(A) be
the spectral radius of the square mafiXq;, X, ¢;)]1<i,j<n (0(4) does not depends
on the order of the states). /f A) < 1 then each sequeneg ,(X=") converges to a
numbers, and hencey(X=") converges too [6]. Let us denote by>*) the limit of
r(X<") when it exists. The numbesg are the unique solutions of the following linear
system of equations (and therefore are computable witHynpaial time):

Sq=TAq+ D yeqP(d,X,q)sy forqg e Q.
It is decidable within polynomial time whethgfA) < 1 [2,7].

A Probabilistic Automaton (PAs a timmed MA(X, Q, ¢, ¢, 7) S.t.¢, o andr take

their values in0, 1], s.t.3° 5 ¢(¢) = 1 and for any state, 7(q) + ¢(¢, ¥, Q) = 1.

A Probabilistic Deterministic Automaton (PDAg aPAwhose support is deterministic.

It can be shown that Probabilistic Automata generate sgithinguages. Let us de-
note bySEA(X) (resp.SEP4(X)) the class of all stochastic languages which can be
computed by & A (resp. aPDA).

Forany MAA, letr 4 be the series defined by (w) = >° . ¢(q) p(q, w,7)7(r).
For anyq € @, we also define the series , by r4 ,(w) = ﬁ:TEQ (g, w,r)T(r). An
MA A is reducedif the set{r4 4|¢ € @} is linearly independent in the vector space
R{(X}). An MA A is prefix-closedf (i) its set of stateg) is a prefix-closed subset of
2, (i) Qr = {e} and (iii) Yu € @, 6(¢,u) = {u} whered is the transition function in
the support ofd.

Rational series have several characterization ([1,8]jeH&e shall say that a for-
mal power series ovel' is K-rational iff there exists d-multiplicity automatonA
such thatr = r4, whereK € {R,R",Q,Q"}. Let us denote by *((X)) the
set of K-rational series oveE’ and byS7#t(X) = K™ ((X)) N S(X), the set of
rational stochastic languagesver K. It can be shown that a seriesis R-rational
iff the set{ur|u € X*} spans a finite dimensional vector subspac®¢fX)). As
a corollary, a stochastic languages R-rational iff the setRes(p) spans a finite di-
mensional vector subspa¢Bes(p)] of R((X)). Rational stochastic languages have
been studied in [5] from a language theoretical point of viltvis worth noting that
SEPA(X) € SEPA(X) = Spat(X) ¢ Sp'(X). From now on, a rational stochastic
language will always denote &urational stochastic language.

Rational stochastic languages have a serious drawbacke €kists no recursively
enumerable subset of multiplicity automata capable to gga¢hem [4,5]. As a conse-
quence, it is undecidable whether a given MA computes a agtitchanguage.

Every rational language is the support of a rational senigghe converse is false:
there exists rational series whose supports are not ratieoreexample, it can be shown
that the complementary set ¢&."b"|n € N} in {a,b}* is the support of a rational
series. However, a variant of Pumping Lemma holds for laggaavhich are support
of rational series. Lek be such a language. There exists an intégasuch that for any
wordw = uwv € L satisfying|v| > N, there exist®, v2, v3 such thaty = vyvevs and
L Nuvyvivs is infinite [1].

Rational stochastic languages admit a canonical repras@mby reduced prefix-
closed MA. Letp be a rational stochastic language anddgt be the smallest ba-
sis of [Res(p)] (for the order induced by on the finite subsets oF*). Let A =
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(X, Qp, p,t,7) be the MA defined by(i) «(c) = 1, «(u) = 0 otherwise;7(u) =
u=tp(e), (i) p(u,z,ur) = u=p(xX*) if u,uzr € Q, andx € X, (i) p(u,z,v) =
ayutp(xX*)if 2 € X ur € (Q,X\ Qp) Nres(p) and(uz)~tp = > oveq, a,v1p.

It can be shown that is a reduced prefix-closed MA which computeand such that
p(A) < 1. A is called thecanonical representationf p. Note that the parameters of
A correspond to natural components of the residualafid can be estimated by using
samples op.

2.2 Inference of rational stochastic languages

The algorithm DEES [6] is able to identify rational stoch@sanguages: with prob-
ability one, for every rational stochastic languagand every infinite sampl§' of p,
there exists an intege¥ such that for every, > N, DEES(S,,) outputs the canonical
representatiod of p. Before its presentation, we introduce informally the badea

of the algorithm. First, the goal is to find the structure af #utomatoni.e. the set of
states),, smallest basis diRes(P)]. The inference proceeds as follows: the algorithm
begins by building a unique state which corresponds to thiduale ~'ps. Each state

of the automaton corresponds to some residudlp, wherew is the prefix of some
examples inS. After having built a state correspondingo 'p,, for any letterz, the
algorithm studies the possibility of adding a new stateesponding tquz) ~!p; or of
creating transitions labeled hythat lead to the states already built in the automaton.
A new state will be added to the automaton if the residualuaigg corresponding to
(uxz)~1p, cannot be approximated as a linear combination of the rakldnguages
corresponding the states already built.

The pseudo-code of the algorithm is presented in AlgorithrimJorder to find a
linear combination, DEES uses the following set of inediediwhereS is a non empty
finite sample of2*, ) a prefix-closed subset pf-ef(S), v € pref(S)\ @, ande > 0:

1(Q,v,8,€) = {[v ' Ps(wX™) =3 e o Xutu ' Ps(wE*)| < e|lw € fact(S)} UL, co Xu =1}

DEES runs in polynomial time in the size §fand identifies in the limit the structure
of the canonical representatioh of the targetp. Once the correct structure of is
found, the algorithm computes estimates of each parameter of A such thafa —
as| = O(]S|7'/3). The output automatod computes a rational series, such that
> wex- ra(w) converges absolutely to 1. Moreover, it can be shownthaonverges
to the targep under theD1 distance (also called thel norm), stronger than distance
Dy or Doo: Y e - [ra(w) — p(w)| tends to O when the size ¢ tends tooo. If
the parameters ofl are rational numbers, a variant of DEES can identify exatbity
target [6].

We give now a simple example that illustrates DEES. Let usidlem a samplesy =
{€,a,aa, aaa} such thale| = 10, |a| = |aa| = 20, |aaa| = 10. We have the following
values for the empirical distributios (¢) = Ps(aaa) = Ps(aaaX*) = £, Ps(a)
Ps(aa) = 3, Ps(aX*) = 2, Ps(aaX*) = 3 and Ps(aaaaX*) = 0, ¢ = oo’

0.255. With the sample5, DEES will infer a multiplicity automaton in three steps:

1. We begin by constructing a state fofFigure 1(a)).
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Input: a sampleS
Output: a prefix-closed reduced MA = (¥, Q, p, ¢, T)
Q—A{eh  ue)—1;  7(e) «— Ps(e);
F — Y Npref(S) I*F is the frontier set*/;
while F # 0 do
v «— MinF s.t.v = u.x whereu € X* andz € X;
F— F\{v};
if 1(Q,v,5S,]S|7'/3) has no solutiorthen
Q— QuU{v} L(v) < 0; T(v) < Ps(v)/Ps(vX™);
‘ o(u, z,v) — Ps(vX*)/Ps(uX*); F «— FU{vz € res(Ps)|z € X}
else
let (cw )weo be a solution of (Q, v, S, |S|~1/3);
foreachw € Q do ¢(u, z, w) « awPs(vE™)/Ps(uX™);

Algorithm 1: Algorithm DEES.

1 1 2
6 6 5

(a) Initialisation withe. (b) Creation of a new state. (c) Final automaton.
Fig. 1. lllustration of the different steps of algorithm DEES.

2. We examinePg(vX*) with v = ea to decide if we need to add a new state for
the stringa. We obtain the following system which has in fact no solution we
create a new state as shown in Figure 1(b).

Pg(vaX™) Ps(aX™*) Pg(vaaX™) Pg(aaX™)
{357 - s x| <o, Psosny T Ps(sn) * Xe| S0
Pg(vaaa¥X*)  Pg(aaaX™) _

Ps(vE") Ps(zr) ¥ Xe| Sb Xe=1 }

3. We examinePs(vX*) with v = aa to decide if we need to create a new state for
the stringaa. We obtain the system below. It is easy to see that this syathmits
at least one solutioX, = f% and X, = % Then, we add two transitions to the
automaton and we obtain the automaton of Figure 1(c) anddioeitam halts.

Pg(vaX*)  Pg(aX*) _ Pg(aaX™) Pg(vaaX*)  Pg(aaX™) _ Pg(aax™)
{5 - X — Bl x| < o] Bles? - Bliemd xe - i x| <o,
Ps(vasas®) _ Ps(aeas) y _ Ps(anas®) _
saoes’) _ Peleaant) y _ Plaeshy | <y X+ Xa=1

Since no recursively enumerable subset of MA is capable hemgge the set of
rational stochastic languages, no identification algaoritan be proper. This remark
applies to DEES. There is no guarantee at any step that tenatdnA output by
DEES computes a stochastic language. However, the ratimmadsr computed by
the MA output by DEES can be used to compute a stochastic éyegy that also
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converges to the target [6]. Moreover, they have severa properties which make
them close to stochastic languages: We call them pseudbastc rational languages
and we study their properties in the next Section.

3 Pseudo-stochastic rational languages

The canonical representatignof a rational stochastic language satisfied) < 1 and
> wes+Ta(w) = 1. We use this characteristic to define the notion of pseudchsistic
rational language.

Definition 1. We say that a rational seriesis a pseudo-stochastic languaijehere
exists an MAA which computes and such thap(A4) < 1 and ifr(X*) = 1.

Note that the conditiop(A4) < 1 implies thatr(X*) is defined without ambiguity. A
rational stochastic language is a pseudo-stochastiaatianguage but the converse is
false.

Example. Let A = (¥, {qo}, ¢, ¢, 7) defined byX = {a,b}, t(q0) = 7(q0) =
1, ¢(qo,a,q0) = 1 and(qo,b,qo) = —1. We haver,(u) = (—1)/“l. Check that
p(A) = 0andra(uX*) = (—1)I“l> for every wordu. Hencey 4 is a pseudo stochastic
language.

As indicated in the previous section, any canonical repitasen A of a rational
stochastic language satisfigsd) < 1. In fact, the next Lemma shows that any reduced
representationl of a pseudo-stochastic language satisie$) < 1.

Lemma 1. Let A be a reduced representation of a pseudo-stochastic lareyuggen,
p(A) < 1.

Proof. The proof is detailed in Annex 6.1.

Proposition 1. It is decidable within polynomial time whether a given MA putes a
pseudo-stochastic language.

Proof. Given an MA B, compute a reduced representatidrof B, check whether
p(A) < 1 and then, compute, (X*). O

It has been shown in [6] that a stochastic langupgean be associated with a
pseudo-stochastic rational languagehe idea is to prune ilv* all subsets,2* such
thatr(uX*) < 0 and to normalize in order to obtain a stochastic languageN_be
the smallest prefix-closed subsetdf satisfying

e € NandvVu € N,z € ¥, ux € N iff r(uzX*) > 0.

Foreveryu € X*\ N, definep, (u) = 0. Foreveryu € N, letA, = Maz(r(u),0)+
Y owey Maz(r(uzX™),0). Then, defing,(u) = Max(r(u),0)/A,. It can be shown
(see [6]) that(u) < 0 = p,(u) = 0andr(u) > 0 = r(u) > pr(u).
The difference between and p, is simple to express when the sum,, .. 7(u
converges absolutely. Le¥, = >, |r(u)|. We have)_ .. [r(u) — pr(u)]

Nr 4+ X wyso(r(w) — pr(u)) = 2Ny + 37 c 5. (r(u) — pr(u)) = 2N,. Note that

~—
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Input: MAA=(X,Q={q1,.--,qn}, 0,1, 7) S.t.p(A) < landra(X*) =1
awordu
Output: pr, (u), pr, (uX™)
for i = 1,...,n [* this step is polynomial im and is done once*tlo
L osierae (27 e uai);
w — € A — 1/* Xisequal top, , (wX™)* ;
repeat
pe—=iem(@); S {(w, Maz(u,0))};
for x € ¥ do
| w2 eivla @, g)s;; S SU{(wz, Maz(p,0))};
o= Y wwests S {(z,p/o)|(z,p) € S} Fnormalization*/ ;
if w=wuthenp,,(u) — Ap*where(u, n) € S and = p,, (uX™)*/;
else
Let z € ¥ s.t.wz is a prefix ofu and letu s.t. (wz, u) € S;
w— wr; A — Ay, fori=1,...,ndoe; «— >0, e;(q;, 2, ¢) ;

end
until w = u;

Algorithm 2: Algorithm computingp, .

whenr is a stochastic language, . .. 7(u) converges absolutely anll, = 0. As a
consequence, in that cage,= r. We give in Algorithm 2 an algorithm that computes
pr(u) andp, (uX*) for any wordu from any MA that computes. This algorithm is
linear in the length of the input. It can be slightly modifiedgenerate a word drawn
according t,- (see Annex 6.3).

a,pa; by p a,p;b,pp The stochastic languaggs associated with pseudo-
' ' stochastic rational languagesan be not rational.
3 @ -1 @ Proposition 2. There exists pseudo-stochastic ra-
78 To tional languages such thafp,. is not rational.

Fig.2. An example of pseudo-
stochastic rational IanguagegrOOf' Suppose that the parameters of the automaton

which are not rational. A described on Figure 2 satispfa + 1) + 71 =1
andp(8 + 1) + » = 1 with @ > 8 > 1. Then the series,, andr,, are rational
stochastic languages and therefarg, = 3r,, /2 — r4,/2 is a rational series which
satisfiesy | .. [ra(u)] <2and}’ . ra(u) =1.

Let us show thap,. , is not rational. For any € X*, 74 (u) = %(3@‘“'&717@“‘1772).
For any integen, there exists an integer,, such that for any integey r 4 (a"b%) > 0

iff i« < m,,. Moreover, itis clear that:,, tends to infinity withm. Suppose now that,. ,

is rational and leL be its support. From the Pumping Lemma, there exists angnfég
such that for any word = uv € L satisfying|v| > N, there exists, v, v3 such that

v = v1vevs andL Nuwvivivs is infinite. Letn be such thatn,, > NV and letu = o™ and

v =b"". Sincew = wv € L, L N a™b* should be infinite, which is is false. Therefore,
L is not the support of a rational language. O
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Different rational series may yield the same pseudo-ratistochastic language. Is
it decidable whether two pseudo-stochastic rational satefine the same stochastic
language? Unfortunately, the answer is no. The proof reliethe following result: it is
undecidable whether a multiplicity automatdrover X satisfies 4 (u) < 0 for every
u € X* [8]. It is easy to show that this result still holds for the s&tMA A which
satisfy|ra(u)| < Alvl, forany > 0.

Proposition 3. Itis undecidable whether two rational series define the sstmehastic
language.

Proof. The proof is detailed in Annex 6.2.

4 Experiments

In this section, we present a set of experiments allowingugudy the performance
of the algorithm DEES for learning good stochastic languagelels. Hence, we will
study the behavior of DEES with samples of distributionsegated from PDA, PA
and non rational stochastic language. We decide to compRESto the most well
known probabilistic grammatical inference approaches: dlgorithmsAlergia[3] and
MDI [9] that are able to identify PDAs. These algorithms can Imetlby a parameter,
in the experiments we choose the best parameter which diedsest result on all the
samples, but we didn’t change the parameter according &izb@f the sample in order
to take into account the impact of the sample sizes.

In our experiments, we use two performance criteria. We mreathe size of the
inferred models by the number of states. Moreover, to etaltiee quality of the au-
tomata, we use th®1 norm* between two modeld and A’ defined by :

D1(A, &) =Yy |Pa(u) — Pa(u).
D1 norm is the strongest distance after Kullback Leibler. lagtice, we use an approx-
imation by considering a subset &f generated byl (A will be the target for us).

We carried out a first series of experiment where the target@aton can be repre-
sented by a PDA. We consider a stochastic language defindtelautomaton on Fig-
ure 3. This stochastic language can be represented by gliwitlfiautomaton of three
states and by an equivalent minimal PDA of twelve states A#@rgia and MDI can
then identify this automaton). To compare the performané#se three algorithms, we
used the following experimental set up. From the targetraaton, we generate sam-
ples from size 100 to 10000. Then, for each sample we learnugnmaton with the
three algorithms and compute the nafm between them and the target. We repeat this
experimental setup 10 times and give the average resuffard-# reports the results
obtained. If we consider the size of the learned models, DS quickly the target
automaton, while MDI only begins to tend to the target PDAeaft0000 examples.
The automata produced by Alergia are far from this targeis Blehavior can be ex-
plained by the fact that these two algorithms need signifigdanger examples to find

! Note that we can’t use the Kullback-Leibler measure becétsaot robust with null proba-
bility strings which implies to smooth the learned modefg] also because automata produced
by DEES do not always define stochastic languagesome strings may have a negative value.
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04

‘

Fig. 3. A, define stochastic language which can be represented by atRAatwieastn states
whena = Z. With Ao = A2 = 1 andX; = 0, the MA A, s defines a stochastic language
whose prefixed reduced representation is the Blfwith approximate values on transitions). In
fact, P can be computed by a PDA and the smallest PA computingit is
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(a) Results with distanc®1 (b) Size of the model.

Fig. 4. Results obtained with the prefix reduced multiplicity audam of three states of Figure 3
admitting a representation with a PDA of twelve states.

the correct target and thus larger samples, this is alsoifiddbecause there are more
parameters to estimate. In practise we noticed that thectstructure can be found af-
ter more than 100000 examples. If we look at the distadnteDEES outperforms MDI
and Alergia (which have the same behavior) and begins toargmafter 500 examples.

We carried out other series of experiments for evaluatinge®Evhen the target
belongs to the class of PA. First, we consider the simpleraaton of Figure 5 which
defines a stochastic language that can be represented byithHRfavameters ik . We
follow the same experimental setup as in the first experipbatresults are reported
on Figure 6. According to our 2 performance criteria, DEE$etforms again Alergia
and MDI. In fact, the target can not be modeled correctly bgréila and MDI because
it can not be represented by a PDA. This explains why thesarittigns can't find a
good model. For them, the best answer is to produce a unigradeimAlergia even
diverge at a given step (this behavior is due to its fusioteidn that becomes more
restrictive with the increasing of the learning set) and M&urns always the unigram.
DEES finds the correct structure quickly and begins to cayjevafter 1000 examples.
This behavior confirms the fact DEES can produce better nsosligh small samples
because it constructs small representations. On the o#imet, lergia and MDI seem
to need a huge number of examples to find a good approximatitredarget, even
when the target is relatively small.
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h
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Fig. 5. AutomatonA is a PA with non rational parametersitit (o = (v/5 + 1)/2). A can be
represented by an M with rational parameters i@ [5].
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(a) Results with distanc®1 (b) Size of the model.

Fig. 6. Results obtained with the target automaton of Figure 5 dufgitn representation in the
class PA with non rational parameters.

We made another experiment in the class of PA. We study thavilmhof DEES
when the learning samples are generated from differergtargndomly generated. For
this experiment, we take an alphabet of three letters andemergte randomly some
PA with a number of states from 2 to 25. The PA are generatedtierdo have a prefix
representation which guarantees that all the states acbakk. The rest of the tran-
sitions and the values of the parameters are chosen randdhéy, for each target,
we generate 5 samples of size 300 times the number of staths tdrget. We made
this choice because we think that for small targets the sesnphy be sufficient to find
a good approximation, while for bigger targets there is arclack of examples. This
last point allows us to see the behaviors of the algorithntis siall amounts of data.
We learn an automaton from each sample and compare it to thesponding target.
Note that we didn’t use MDI in this experiment because thggoathm is extremely
hard to tune, which implies an important cost in time for firgla good parameter. The
parameter of Alergia is fixed to a reasonable value kept fdhalexperiment. Results
for Alergia and DEES are reported on Figure 7. We also addi@récal distance of
the samples to the target automaton. If you considerhenorm, the performances
of Alergia depend highly on the empirical distribution. Adé infers models close, or
better, than those produced by DEES only when the empiris#ilabition is already
very good, thus when it is not necessary to learn. Moreoergta has a greater vari-
ance which implies a weak robustness. On the other hand, E=E®ays able to learn
significantly small models almost always better, even witlal samples.

11
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Fig. 7. Results obtained from a set of PA generated randomly.
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Fig. 8. Results obtained with samples generated from a non ratsoehastic language.

Finally, we carried out a last experiment where the objeds\o study the behavior
of the three algorithms with samples generated from a ndenatstochastic language.
We consider, as a target, the stochastic language genesitepthep,. algorithm from
the automaton of Figure 2 (note that this automaton admitefixgpeduced represen-
tation of 2 states). We took = 3/10, « = 3/2 and = 5/4. We follow the same
experimental setup than the first experiment. Since we ugmehrepresentations, we
measure the distandel from the automaton of Figure 2 using a sample generated by
pr (i.e.we measure th®1 only for strings with a strictly positive value). The resuétre
presented on Figure 8. MDI and Alergia are clearly not ableuitd a good estimation
of the target distribution and we see that their best anssvier produce a unigram. On
the other hand, DEES is able to identify a structure closbedMA that was used for
defining the distribution and produces good automata a@@® 2xamples. This means
that DEES seems able to produce pseudo-stochastic ratmgalages which are closed
to a non rational stochastic distribution.

5 Conclusion

In this paper, we studied the class of pseudo-stochasiimedianguages (PSRL) that
are stochastic languages defined by multiplicity autométialwdo not define stochas-
tic languages but share some properties with them. We shtive¢dt is possible to
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decide wether an MA defines a PSRL, but we can’t decide wetheeMA define the
same PSRL. Moreover, it is possible to define a stochastipiage from these MA but
this language is not rational in general. Despite of theaw/backs, we showed experi-
mentally that DEES produces MA computing pseudo-stocheatiional languages that
provide good estimates of a target stochastic languageetdd here that DEES is able
to output automata with a minimal number of parameters wisictearly an advantage
from a machine learning standpoint, especially for dealiity small datasets. More-
over, our experiments showed that DEES outperforms stdrmutababilistic grammat-
ical inference approaches. Thus, we think that the class@digio-stochastic rational
languages is promising for many applications in grammbhtifarence. Beyond the
fact to continue the study of this class, we also plan to amrsnethods that could
infer a class of MA strictly greater than the class of PSRL.aM® began to work on
an adaptation of the approaches presented in this papeem tr
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6 Annex

6.1 Proofof Lemmal

Lemma 1. Let A be a reduced representation of a pseudo-stochastic lareyudten,
p(A) < 1.
Proof (sketch)Let A = (¥, Q, ¢,¢,7) be a reduced representationroénd letB =
(X,QpB,¢8,t8,7) be an MA that computes and such thap(B) < 1. SinceA
is reduced, the vector subspaFeof R((X)) spanned by{r 4|¢ € Qa} is equal to
[{uwr|u € X*}] and is contained in the vector subsp@tepanned by{rs 4|¢ € QB }.
The set{r4 q|¢ € Qa} is a basis off. Let us complete it into a basis éf and let
Pr be the corresponding projection defined fréhover E. Note that for anyr € X
and anyr € F, we havePg(&r) = £ Pg(r).
For any statg € Q g, let us expres®g (rg,4) in this basis.

Pg(rp,q) = Z Aqq'TAq
7'€EQa
Note that for any MAC and any state of C,
dircg= Y vola, Z,q) ey
zeXr 7' €Qc

Therefore, for any statgof B, we have

Pp(d irpg) =Po( Y ¢8(@.5,d)rse)= Y ¢8(¢,5,d) Y Apgrrag

zeX 7' €QB 9'€QB q"€QA
but also
PE(Z x'rqu) = Z i‘PE(TB_’q) = Z T Z )\q_’q/Tqu/
zEX zeX z€X q'€EQa
= Z Aq.q/ Z pa(d s 2, q")raqe
7E€EQa q7'€QA

and therefore
Z Z YB (q7 25 q/>>\q/,q” = Z Z >\qu/ YA (q/a 27 q//)'
I€QBq'€Qa €EQAq’€EQA

Now, let M4 (resp.Mp, resp.A) be the matrix indexed b@) 4 x Q4 (resp.Qp %
Qp, resp.Qp x Qa) and defined byMa[q,q'] = ¢alq, X, q) (resp.Mplq,q'] =
vr(g, X,q'), resp.Alq, ¢'] = Aq,¢). Note that the rank ofl is equal to the dimension
of E. We have

MpA = AMy.

Let 4 be an eigenvalue a¥f/ 4 and letX an associated eigenvector. We have
MpAX = AMy = pAX

and since the rank of is maximal,u is also an eigenvalue @f/ . Thereforep(B) < 1
implies thatp(A) < 1. O
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6.2 Proof of Proposition 3

Proposition 3. Itis undecidable whether two rational series define the sstmehastic
language.

Proof. Let A = (X,Q,t, ¢, 7) be an MA which satisfiesr4(u)| < AUl for some
A < 1/(2|X)). Let ¥ = {z|x € X'} be a disjoint copy of and letc be a new letter:
c ¢ X UY. Letu — u be the morphism inductively defined frobi into X" bye = ¢
anduz =7 - 7.

Let B = (¥5,Q,t,¢p, ) defined byXp = X U X U {c}, v5(q,¢,¢') = 1if
q = ¢’ and 0 otherwisepp(q,z,q¢") = ¢5(q,%,q') = p(q,z,¢') if x € X.

Let f be the rational series defined Ifiyw) = r4(uv) if w = wev for someu, v €
2* and 0 otherwise.

Let p be such tha2\ < p < 1/]X], letr be the rational series defined & by
r(w) = pl*l'if w € ¥ and 0 otherwise. Lej = f + r. Check that

1
|w| _ n_ -

wex” n=0

2

Yo @)= Y frao)l < Yo A=Y (2" :(711%) -

u,veEX* u,veEX* u,veX* n>0

Therefore, the surfzwEZE g(w) is absolutely convergent. Check also that

. 1 1 2 ZEN =22 +p)
Do ogw)= Y0 = Y f(ucw)| = 17|2|p_<1*|2|)\) (1= [Zp) (1 — | X[N)?

weZE weX* u,vEX*

Letp = (3,cx, 9(w))~! andh = pg.
Foranyu € X*, h(a) = ppl*l, h(@cE%) = h(ucE*) = pra(uX*) andh(aX%) =
_—x _ % [ul] *
h(@X") 4+ h(ucX*) = M(?W +ra(uX?)).
Check also that for any € X%,

0.

| || |ul Al
p \ P P
%) > — > — >
1—[Z]pl Fras) = o | Z]pl! UGXE:* Iratuel 2 7— [ S[plel 1= [ X[\l

Thereforeh(z) > 0 andh(uzXy) > 0 for everyu € X* and any letter: € X. On
the other handi(ucXy) > 0iff ra(uX*) < 0. Thatis,p, = p, iff r4(uX*) <0
for everyu € X*. An algorithm capable to decide whethgr = p, could be used to
decide whether 4 (uX*) < 0 for everyu € X*. O

6.3 Drawing a word according top,

Modification of Algorithm 2 in order to draw a word accordir@the distributiorp,..

> 0.
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Input:anMAA = (X, Q={q1,.--,qn}, p,t, 7) S.t.p(A) < landra(X*) =1
Output: a wordu drawn according t®;. ,
for i = 1,...,n [*this step is polynomial im and is done once*tlo
L osierag (27 e uai);
U — €,
finished < false;
w — € A — 1/* Xisequal top, , (wX™*)* ;
while not finished do
S —0;
A—1;
v e D0 eim(qi);
if v >0thenS «— {(¢,v)};
A\ — v
for x € ¥ do
v 0 eip(di T, 45)s5
if v > 0then
S — S U{(z,v)k
A — A+,

for (z,v) € Sdo(z,v) — (z,v/\);
x «— Draw(S) *Draw randomly an elemeritz, p) of .S with probability p*/;
if x = e then
| finished «— True;
else
fori=1,...,ndoe; «— Z;.L:I e;p(qj,x, qi);

Algorithm 3: Algorithm drawing a word according to the distributipn




